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Motivation
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Controlled Stochastic Dynamics
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Systems in Operations Research
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Systems in Operations Research



shengbo-wang.github.io

Systems in Operations Research
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Literature on DR Policy Learning

Sample complexity of DRRL in finite state and action spaces: [Zhou et al. 21], [Panaganti and Kalathil 21], 
[Yang et al. 22], [W et al. 23a], [Shi et al. 23], [W et al. 23b], [Shi and Chi 24]...…

DR Contextual Bandit: [Mu et al. 22], [Si et al. 23], [Shen et al. 23]

Linear and or kernel based DRRL in continuous state spaces: [Blanchet et al. 23], [Ma et al. 22]

Statistical analysis of DR single stage optimal decisions: [Duchi and Namkoong 21], [Lee and Raginsky 18]

Statistical analysis of DR stochastic control in continuous state spaces: [W et al. 24b] (this paper)



Formulation
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Adversarial Robustness Approach
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Distributional Robustness Constraints
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Distributional Robustness Constraints
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Current Action Aware vs. Unaware Adversary
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Current Action Aware vs. Unaware Adversary



shengbo-wang.github.io

Current Action Aware vs. Unaware Adversary
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Characterizing the Optimal Robust Value



Statistical 

    complexity
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Minimax Complexity for Uniform Learning



shengbo-wang.github.io

Empirical Robust Bellman Equations
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Empirical Robust Bellman Equations
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Minimax Complexity for Uniform Learning



Algorithm and 

experimentation
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Empirical Robust Bellman Equations
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An Actor-Critic Algorithm (CAA Case)
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Data Driven Inventory Control
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Policy Performance
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Robust to Autocorrelation Within the Demand 
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Robust to Autocorrelation Within the Demand 
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Thank You
Your questions and thoughts are most welcome!
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Summary

Slides and the paper 
can be found here
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Minimax Complexity for Uniform Learning
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